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INTRODUCTION

What we say, and how we say it, reflects not only our explicit 
goals and motivations, but also several internal psycholog-

ical states. Psychologists have several tools to examine how lan-
guage signals what we are thinking and feeling. One way to exam-
ine language is through an open vocabulary classification system, 
whereby language is grouped naturally into various categories that 
show personality traits and psychological states of  the speaker.1 
A different way employs the linguistic inquiry and word count 
(LIWC),2 a computer program that distributes both the content of  
speech, as well as the manner of  expression, into predetermined 
categories. These categories are the result of  hundreds of  studies 

that have included more than 80,000 writers or speakers who have 
produced over 200 million words in a wide variety of  contexts.2 

The diverse samples include speeches and social media posts, nov-
els and plays, essays and articles, and personal narratives written 
both spontaneously and under specific directions.

 Although most studies using the LIWC have focused on 
emotion and self-referencing,3,4 particularly as these reflect sex and 
status differences, a smaller number of  studies have focused on 
cognition.5,6 Cognitive processes are reflected in both the content 
of  language, as well as its expression. Language content signaling 
thought, causality, and insight is used in predictable circumstances, 
such as when people wish to transmit facts or reconstruct events 
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and provide explanations for them; causality and insight are used 
to discuss past events, providing construal, reconstruction, and 
reevaluation.7 Cognitive processes are also seen when people use 
words such as “know” or “because,” yet cognitive markers also in-
clude discrepancy and tentativeness, seen when people (particularly 
women) use “should” or “maybe”. Certainty (“always”) reinforces 
what is said but differentiation (“but”) qualifies what is said.2 Peo-
ple also show more cognitive sophistication in their language as 
they age,7,8 which may ultimately have positive benefits as ruminat-
ing and writing about troublesome aspects of  one’s life is beneficial 
to health.9

 How people speak is described by several categories in 
the LIWC, including the dimension that taps analytical language. 
This type of  language uses articles (below, with) and preposi-
tions (and, the), both of  which afford explicit connections among 
thoughts, distinctions among elements, and show how points relate 
to each other.4 Prepositions signal “concrete” information, relay 
true descriptive information about what something is or is like, and 
is more complex.3 This manner of  speech is in contrast to a nar-
rative, story-like informal style that may be seen when people are 
relaying events. Analytical language is used more often by men,6,8 
although women employ discrepancies (should, could) more than 
men in most communication contexts.10 Less analytical language is 
now used in general, as informal language is increasing in many dif-
ferent venues, including those that formerly included a lot of  anal-
ysis (including television (TV) news, political speeches, and news 
articles), decreasing as technology and issue-complexity increase, 
leaving “sound bites” that fail to show connections and critical re-
lations among points.5

 In sum, language content and expression reflects cog-
nitive processes in systematic ways. Our question focused on 
whether systematic differences in analytic and cognitive language 
is a reflection of  temporary emotional states. Our purpose was to 
examine language complexity and cognition in both content and 
transmission as a function of  affective priming, positing that neg-
ative affect would increase rumination as seen in analytic language 
(that is, lead to language of  “explaining”), as well as insight and 
causality, reflecting language focused on specific reasons.

METHOD

Participants and Design

A total of  64 participants (27 men, 37 women) were assigned ran-
domly to write about either “positive aspects of  myself ” or “as-
pects of  myself  that I would like to change”. Each volunteered or 
participated for class credit, as per conditions of  approval by the 
Institutional Review Board (IRB). Their writing occurred in the 
context of  several other lab tasks not reported here. The manipu-
lations resulted in a 2×2 (Sex×Affective Prompt) design.  

Dependent Measures

Written responses to the prompts were typed verbatim into MS 
Word documents. Then, in order to examine cognitive language 

according to affect priming, the LIWC2 was applied to each re-
flection, producing a percentage of  language comprising our cat-
egories of  study. The LIWC taps language of  psychological pro-
cesses (social, affective, cognitive, perceptual processes), personal 
concerns, and functional words (such as pronouns), distributing 
language into over 70 pre-set categories.

Data Analysis

The results from the categories of  interest (various aspects of  
cognitive language and analytical language) were then compared 
via multivariate analysis of  variance test (MANOVA) with prompt 
and participant sex as independent variables. Follow-up analysis of  
variance tests (ANOVAs) were used to further examine significant 
MANOVA effects. 

RESULTS

The linguistic variables that comprise the category of  cognitive 
thought (insight, differentiation, discrepancy, causation, tentative-
ness, and certainty) were entered as dependent variables in a 2×2 
(Sex×Prompt) MANOVA, resulting in a medium and significant 
main effect of  prompt, F(6, 55)=5.81, p=0.001,Wilks’ λ=0.61, 
ηp

2=0.388. There was no main effect of  sex or an interaction, both 
Fs(6, 55)<1.76, both ps>0.125. Means and standard deviations 
from this analysis are seen in Table 1.

 Follow-up ANOVAs were performed; means and CIs are 
seen in Figure 1. More discrepancy (e.g., “should” or “maybe”) was 
seen in those writing from the negative compared to the positive 
prompt, F(1, 60)=11.14, MSE=5.57, p=0.001, ηp

2=0.157. Causa-
tion (i.e., “because”) was more likely among those writing after a 
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Table 1. Means and Standard Deviations for Percentage of Various Aspects of 
Language as a Function of Sex and Affective Prompt

Sex

Men Women

Affective Prompt

Negative Positive Negative Positive

Analytic Language
48.43 43.68 31.53 52.54

(32.92) (23.31) (26.76) (31.95)

Cognitive Mechanisms 
Insight

2.51 3.82 2.54 4.73

(2.27) (2.87) (2.06) (5.22)

 Causation Causation
1.16 3.35 1.86 2.01

(1.61) (2.61) (1.93) (2.44)

 Discrepancy
3.42 1.78 3.79 1.40

(2.43) (3.10) (2.10) (1.69)

Tentativeness
1.21 4.35 3.62 3.05

(1.73) (4.62) (4.06) (2.77)

Certainty
2.58 1.86 2.24 1.78

(3.28) (3.28) (2.28) (2.07)

Differentiation
3.25 3.80 3.89 3.57

(2.52) (3.42) (2.70) (3.39)

Note. Numbers represent percentage of language classified in the LIWC category. 
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positive rather than negative prompt, F(1, 60)=4.27, MSE=4.86, 
p=0.043, ηp

2=0.066, as was insight, F(1, 60)=4.17, MSE=11.14, 
p=0.046, ηp

2=0.065. No significant effects were seen for tentative-
ness, certainty, or differentiation. 

 We used univariate ANOVA to examine the broad cat-
egory of  analytical language; means and standard deviations are 
located in Table 1. Analytical language was not affected by sex or 
prompt type, both Fs(1, 60)<1.20, MSE=834.54, ps>0.277; the in-
teraction was also not significant, F(1, 60)=3.02, p=0.09. 

 Because “wordier” responses may have led to increases 
in more evidence of  cognitive processing or analytic language, we 
used word count (WC) as a covariate in the foregoing analyses. The 
MANCOVA with cognitive processes did not show an effect of  
WC, F(6, 54)=1.72, p=0.130; nor was WC significant in the AN-
COVA for analytic language, F(1, 59)<1, p=0.452.

DISCUSSION

Our results show how affect may drive systematic differences in 
cognition. Surprisingly, causality and insight were prevalent in lan-
guage after positive prompting, perhaps because people were pro-
viding self-justification for positive self-talk. Discrepancy was more 
prevalent following a negative prompt, suggesting counterfactual 
thought. No differences in the informal, story-like style that marks 
lack of  analytic language were seen, suggesting that participants 
were focusing equally on narration regardless of  prompt. Unlike 
previous research,5,10 there were no sex differences in analytic or 
cognitive language. Results were not due to how many words were 
written by participants in response to their prompt.

 Language that includes causation (such as effect, or rea-
son) as well as personal insight (such as understood, know) typi-
cally demonstrates a type of  cognitive complexity that reflects rea-
soning and facts, and which relays events in a straightforward way. 
In response to thinking about their good qualities, participants may 

have used more of  these linguistic devices so that they could ex-
plain themselves as they spoke about good aspects of  themselves, 
coming up with evidence to support their argument—unsurprising 
considering that writing positively about the self  in public should 
lead people to provide justification and rationale so as not to ap-
pear too boastful. Moreover, this sort of  language likely did not 
include fillers because the narrative was fairly well-known. For ex-
ample:

 

 Unlike previous research3-5 no sex differences were seen 
in the use of  words signaling causality, insight, or certainty. One 
possible reason that there were no sex differences is that the task 
was very structured, and the affective prime was the main determi-
nant of  content.

 Negative prompts increased discrepancy, which may re-
flect counterfactual (“what if ?”) thinking. This finding is not sur-
prising given that “should” and “would” are likely good linguistic 
devices to explain or deconstruct negative events. Justification or 
post-hoc explanation about what has happened, or perhaps what 
should be happening or have happened, marked writing about neg-
ative behavior. For example:

Limitations and Implications

While supervised computer models seek to delineate algorithms 
that map on to known data patterns, an unsupervised one delin-
eates patterns that are seen organically in the data.11 Our results 
confirm previous unsupervised models in predictable ways, gen-
erally harmonizing with the results of  research based on over 200 
million words. More importantly, the language that reflects the 
pre-determined categories has been shown to reflect meaningful 
psychological processes in speakers. As such, our findings not only 
contribute to the research literature on use of  the LIWC, but add 
to work describing how cognitive processes may be manifested in 
our language given temporary, but salient, emotional states. 
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Figure 1.  Means and CIs of the Effect of Prompt on Language Expressing Cognition     

“I like to think I’m a pretty trustworthy and dependable person if  you 
get to know me. If  a friend or family member needs something from me, 
I’m usually quick to do it with no issue or expectation of  reward. If  a 
friend needs a ride somewhere or needs to be picked up, for example, I’ll 
usually drop what I’m doing and help them out. If  a friend or family 
needs me to keep a secret, I usually always do. But this characteristic of  
myself  does have drawbacks sometimes.”

“I should improve my social skills. I struggle to make normal 
conversations with people and hate meeting new people. I hope to be able 
to normally hold a conversation with someone without feeling nervous. I 
want to learn to meet new people and make new friends.”

And:

“I could improve on not worrying if  people are mad at me or always 
trying to make everyone happy. At some point someone will get mad at 
you and it is a waste of  time to try and please everyone.”
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CONCLUSION

Analytic language taps expression of  thought, whereas cognitive 
mechanisms measured by LIWC reflect content. Analytic expres-
sion did not vary as a function of  affective prime, but content 
of  language did, with persons showing language including rea-
soning and facts when prompted to think of  good things about 
themselves, but using language including discrepancies (such as 
“should”) when prompted to reflect on their negative attributes. 
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