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ABSTRACT

	 Although	there	have	been	separate	programs	written	for	computing	confidence	inter-
val	procedures	for	independent	and	dependent	correlations	for	some	standard	statistical	soft-
ware	packages,	the	user	must	have	solid	knowledge	of	the	statistical	software	package	needed	
for	 their	 application.	Moreover,	 if	 the	 confidence	 interval	 procedures	 are	 neither	 contained	
within a particular software package nor if there is a separate program or routine written to 
perform	these	procedures,	then	it	becomes	problematic	for	the	user.	Therefore,	a	user-friendly,	
interactive,	stand-alone	computer	program	written	in	FORTRAN	77,	for	a	Windows	environ-
ment,	computes	the	confidence	interval	procedures	for	comparing	independent	and	dependent	
correlations.	The	user	simply	inputs	the	necessary	correlations	and	sample	size	and	needs	no	
intermediate	or	advanced	knowledge	of	the	statistical	software	package.	

KEYWORDS:	 Independent	correlations;	Dependent	correlations;	Confidence	 intervals;	Com-
puter program.

ABBREVIATIONS: IT:	 Iowa	Test	of	Basic	Skills;	CM:	Children’s	Memory	Scale;	MBEMA:	
Montreal	Battery	of	Evaluation	of	Musical	Abilities.

INTRODUCTION

	 Comparing	independent	or	dependent	correlations	is	often	based	on	standard	statisti-
cal	significance	tests.1-7	Independent	correlations	come	from	different	samples.	For	example,	
suppose	that	a	school	administrator	is	interested	in	determining	if	there	was	a	difference	be-
tween	 the	correlations	of	 the	mathematics	 scores	on	 the	 Iowa	Test	of	Basic	Skills	 (IT)	and	
scores	on	the	Children’s	Memory	Scale	(CM)	for	grades	2	and	6	(Ho:	ρ1=ρ2).	If	the	correlation	
for	grade	2	was	.50	and	the	correlation	for	grade	6	was	.20	with	sample	sizes	of	100	and	200,	
respectively,	then	the	z-test	for	independent	correlations	would	equal	2.79,	p<.01.	The	conclu-
sion	would	be	that	there	is	a	significantly	higher	correlation	between	the	mathematics	scores	of	
the	IT	and	CM	scores	for	grade	2	than	for	grade	6	children.	Although	the	Fisher’s	z-test	for	ex-
amining	the	difference	between	independent	correlations	is	shown	in	many	standard	statistics	
textbooks,1	it	is	not	usually	contained	in	the	standard	statistical	packages	unless	a	researcher	
writes a separate program for performing it. 

	 Dependent	correlations,	however,	are	those	contained	within	the	same	sample.	One	
hypothesis	consists	of	testing	the	difference	between	two	dependent	correlations	with	one	ele-
ment	in	common	(Ho:ρ12=ρ13).	For	example,	suppose	that	the	same	administrator	is	interested	in	
determining	if	the	correlation	between	the	mathematics	scores	on	the	IT	would	be	significantly	
higher	with	CM	scores	(r=.60)	than	with	the	overall	scores	of	the	Montreal	Battery	of	Evalu-
ation	 of	Musical	Abilities	 (MBEMA)	 (r=.30)	 for	 100	 grade	 5	 children.	Moreover,	 suppose	
that	the	correlation	between	the	scores	of	the	CM	and	MBEMA	was	.20.	There	are	number	of	
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procedures	for	testing	the	null	hypothesis	of	ρ12=ρ13, that either 
compare	the	correlations	using	the	t	distribution2 or via	Fisher’s	
z’	 transformation	which	 purportedly	 distributes	 out	 as	 z.3	 Re-
search	 indicated	 that	 they	were	 deficient	 under	 certain	 condi-
tions	with	regard	to	Type	I	error	rate	and	power.4	Consequently,5 
offered	Method	D2	as	an	alternative	to	the	standard	techniques.	
They	provided	this	alternative	in	R	and	S-PLUS	programs.	Nev-
ertheless, using the3	z-test,	the	value	was	2.832,	p<.01	indicating	
that	 the	correlation	between	mathematics	scores	on	the	IT	and	
CM	scores	was	significantly	higher	than	the	correlation	between	
mathematics	scores	on	the	IT	and	MBEMA	scores	for	grade	5	
children.	

	 A	second	hypothesis	consists	of	testing	the	difference	
between	two	dependent	correlations	with	no	elements	 in	com-
mon	(Ho:ρ12=ρ34).	Suppose	 that	 the	administrator	 is	now	 inter-
ested	in	determining	if	the	correlation	between	the	mathematics	
scores	on	the	IT	and	CM	scores	would	be	higher	(r=.50)	after	
a	brief	memory	skill	course	(e.g.,	mnemonics)	than	before	one	
for	grade	4	children	(r=.30).	Here	is	a	hypothetical	correlation	
matrix	for	a	sample	size	of	50:

 

	 Using	the	procedure,3	the	z-test	value	was	-1.75,	p>.05.	
This	 indicates	 that	 there	was	no	 statistically	 significant	 differ-
ence between the correlations of the mathematics scores on the 
IT	and	CM	scores	before	and	after	the	mnemonic	intervention	
for	grade	4	children.	In	a	simulation	of	four	possible	procedures
for	 testing	 the	 null	 hypothesis	 of	 ρ12=ρ34,	 which	 included	 the	 
z-test,3	one	procedure	was	entirely	too	liberal,	whereas	the	other	
three	were	a	bit	conservative	when	 the	predictor-criterion	cor-
relation was low.6 Nevertheless,	the	best	significance	test	proce-
dures	for	testing	dependent	correlations	with	zero	and	one	ele-
ment	in	common,	based	upon	their	findings,6	were	programmed	
for	Windows.7 

 
	 Although	statistical	significance	tests	are	used	for	test-

ing	 these	hypotheses,	more	emphasis	has	been	placed	on	con-
fidence	intervals	for	performing	the	same	task.	The	confidence	
interval	separately	provides	the	magnitude	and	precision	of	the	
particular	 effect,	whereas	 these	 characteristics	 are	 confounded	
in	standard	hypothesis	testing	p values8	provided	confidence	in-
terval	techniques	which	purportedly	have	better	control	of	Type	
I	errors	and	have	more	power	than	the	standard	statistical	sig-
nificance	 tests.	Although	many	of	 these	 techniques	 have	 been	
programmed	in	R,9	and	recently	in	SAS	and	SPSS	as	separate	
programs,10	the	problem	is	that	many	researchers	who	are	basic	
users	of	these	packages	or	do	not	use	them	at	all,	may	have	dif-
ficulty	 in	applying	 these	programs.	 In	some	cases,	 researchers	
may	resort	 to	computing	 these	 techniques	by	hand.	Therefore,	
in	 order	 to	 make	 these	 confidence	 interval	 approaches	 more	
generalizable	 to	 researchers,	 the	 purpose	 of	 the	 user-friendly,	
stand-alone	program	was	to	compute	them	for	testing	differenc-
es	between:	a)	independent	correlations;8	and	b)	two	dependent	
correlations	with	 either	 zero	 or	 one	 element	 in	 common8 in a 
Windows	platform.	

DESCRIPTION

	 The	user	is	queried	interactively	for	the	particular	test,	
correlations,	sample	size,	and	the	confidence	interval	probability	
(e.g.,	 95%).	The	 normal	 curve	 value	 associated	with	 comput-
ing	 the	 confidence	 interval	 for	 the	 individual	 correlations	was	
obtained	using	the	algorithm	by.11	The	program	responds	with	a	
restatement	of	the	input	correlations,	sample	size,	the	confidence	
interval	 for	 the	 individual	correlations,	 the	confidence	 interval	
for	testing	the	differences	between	correlations	and	a	brief	state-
ment	mentioning	 that	 confidence	 intervals	 containing	zero	are	
non-significant.	The	program	is	written	in	FORTRAN	77,	using	
the	GNU	FORTRAN	compiler,	and	runs	on	a	Windows	PC	or	
compatible.	The	output	is	contained	in	COMPCOR.OUT.	

	 Sample	outputs	based	upon	the	hypothetical	scenarios	
are	given	 in	Tables	1-3.	The	output	 indicates	 there	are	no	dif-
ferences	in	the	general	conclusions	using	the	confidence	inter-
val approach8	 and	 the	 standard	 statistical	 significance	 tests.6 
Although	there	were	no	differences	in	the	general	conclusions,	
given	the	findings	of7	in	terms	of	Type	I	error	rates	and	power,8 
it	 is	 still	 important	 for	 researchers	 to	have	a	potentially	better	
option	at	their	disposal.	

IT before CM before IT after CM after

IT before −  .30 .75 .25

CM before − .15  .65

IT after  −  .50

CM after  −

The difference between 
independent correlations Sample Sizes Confidence Interval for r1 Confidence Interval for r2

Confidence Interval for the difference 
between 
 r1 and r2

The 0.9500 confidence 
interval for 0.5000

The 0.9500 confidence 
interval for 0.2000

The 0.9500 confidence interval for the 
difference

 between 0.5000 and 0.2000

r1=0.5000 r1=100.0000 has a lower bound of 
0.3366

has a lower bound of 
0.0630 has a lower bound of 0.0915

r2=0.2000 r2=200.0000 and an upper bound of 
0.6341

and an upper bound of 
0.3296

and an upper bound of 0.4917

If the interval contains 0, then it is non-significant.

Table 1: Sample output from COMPCOR for testing the difference between independent correlations.
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AVAILABILITY

	 COMPCOR.FOR	and	the	executable	version	(COMP-
COR.EXE)	may	be	obtained	at	no	charge	by	sending	an	e-mail	
request	to	N.	Clayton	Silver,	Department	of	Psychology,	Univer-
sity	of	Nevada,	Las	Vegas,	Las	Vegas,	NV	89154-5030	at	fdn-
silvr@unlv.nevada.edu.
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Testing the difference between 
correlations 

 with no elements in common
The sample size Confidence Interval for r12 Confidence Iinterval for r34

Confidence Interval for the dif-
ference between 

 r12 and r34

The 0.9500 confidence 
interval for 0.3000

The 0.9500 confidence inter-
val for 0.5000

The 0.9500 confidence interval 
for the difference

 between 0.3000 and 0.5000

r12=0.3000 50.0000 has a lower bound of 
0.0236 has a lower bound of 0.2575 has a lower bound of -0.4307

r34=0.5000 and an upper bound of 
0.5338 and an upper bound of 0.6833 and an upper bound of 0.0235

If the Interval contains 0, then it is non-significant.

Testing the difference between 
dependent correlations 

 with one element in common
The sample size Confidence Interval for r12 Confidence Interval for r13

Confidence Interval for the differ-
ence between 
 r12 and r13

The 0.9500 confidence 
interval for 0.6000

The 0.9500 confidence 
interval for 0.3000

The 0.9500 confidence interval 
for the difference

 between 0.6000 and 0.3000

r12 = 0.6000 100.0000 has a lower bound of 
0.4575

has a lower bound of 
0.1101 has a lower bound of 0.0914

r13 = 0.3000 and an upper bound of 
0.7125

and an upper bound of 
0.4688 and an upper bound of 0.5098

If the Interval contains 0, then it is non-significant.
Table 2: Sample output from COMPCOR for testing the difference between dependent correlations with one element in common.

Table 3: Sample output from COMPCOR for testing the difference between dependent correlations with no elements in common.
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